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We needed to find a way to help research institutions, interested to use federated resources, 
that haven’t possibilities (in terms of people, hardware, knowledge, …) to install and 
maintain their own Identity Provider.

Our target were Doctors, Librarians, … People with little or no experience about SAML or 
Shibboleth.

We had to focus on providing a fully managed IdP service, to ease identity management  by 
our customers;  Emphasis on:

 Hiding the complexity of installation and configuration of SAML Shibboleth IdP for IdP
managers

 Ease to manage by customers
 Matching required federation standards in terms of security, reliability, compliance with 

required policies

Marco Malavolti (marco.malavolti@garr.it) - IDEM DAY 2018| Roma, 07.05.2018

mailto:marco.malavolti@garr.it


The answer has been found in Ansible.

Ansible does what we have already tried to do with Puppet, but in a much simpler way.

The Ansible Toolkit allowed us to:

1. Create/Delete Virtual Machines on our OpenStack Cloud (ansible-openstack)
2. Instance an entire Shibboleth Identity Provider(IdP) (ansible-shibboleth)
3. Instance the monitoring system for the IdPs (ansible-monitoring)
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Requirements:

1. GARR Ansible repositories
2. A Public IP (to be able to reach the IdP on the web)
3. An OpenStack Cloud (to create the IdP virtual machine)
4. A Certification Authority (to create HTTPS credentials for the IdP)
5. A public SSH key (to transfer LDAP and DB backups to a dedicated server simply)
6. A GIT Private Server (to store IdP metadata credentials, logos, HTTPS certificate/key)
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Step-by-Step
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First of all we need to build up our Ansible Master machine to be able to run the ansible
recipes and create new IdPs.

Our Ansible Master is configured to communicate with our OpenStack Cloud through its API 
and the python-openstackclient.

OpenStack is needed to create the dedicated VMs for IdPs and all of them have the same
SSH “authorized_keys” to provide a quickly access on each of them .

Shared SSH keys: In addition to the Ansible access keys, we deployed on all VMs a shared
set of keys to ensure secure communication among internal services on a private, internal
LAN
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On the Ansible Master we put the Ansible Toolkit formed by:

1. ansible-openstack: https://github.com/ConsortiumGARR/ansible-openstack
Needed to create/delete Virtual Machines on our OpenStack Cloud environment

2. ansible-monitoring: https://github.com/ConsortiumGARR/ansible-monitoring
Needed to create monitoring environment for Campus IdPs

3. ansible-shibboleth: https://github.com/ConsortiumGARR/ansible-shibboleth
Needed to create and configure Campus IdPs

(and a private GIT repo to store IdP metadata credentials, logos, HTTPS certificate/key)

The Ansible Toolkit recipes are tested with Ansible v2.4.0.0
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We need to reserve some Public IPs of the VMs used by our IdP-in-the-Cloud service and 
assign them a name on our DNS:

1. elasticsearch1.aai.garr.it
2. elasticsearch2.aai.garr.it
3. kibana.aai.garr.it (where we visualized IdP logs elaborated by elasticsearch[1 & 2])
4. checkmk.aai.garr.it (where we monitor the IdP status)
5. logs.aai.garr.it (where we store IdP’s log files)
6. data-backups.aai.garr.it (where we store LDAP & DB backup files)
7. git.garr.it (where we store HTTPS credentials, IdP Metadata Credentials and Logos)
8. idp-[1...N].irccs.garr.it (our IdPs)
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Once obtained a DNS name of our IdP-in-the-Cloud environment, we can instance them with 
ansible-openstack recipes and by:

1. Create/Modify the configuration files: all.yml & openstack-client.yml
2. Create the Inventory INI file (production.ini)
3. Run Ansible
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Once obtained the environment VMs of our IdP-in-the-Cloud, we can configure them with
ansible-monitoring recipes and by:

1. Creating the FQDN.yml monitoring tools configuration file by copying & editing the following
templates:

a. FQDN.yml-checkmk-template (Reserved for Check_MK monitoring servers)
b. FQDN.yml-elasticsearch-template (Reserved for ElasticSearch servers)
c. FQDN.yml-kibana-template (Reserved for Kibana servers)
d. FQDN.yml-data-backups-template (Reserved for Data Backups servers)
e. FQDN.yml-rsyslog-template (Reserved for Rsyslog servers)

2. Creating the Inventory INI file (production.ini)
3. Running Ansible
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Check HTTPS: 
Check SSL Certificate Expiration

Check IDP MD:
Check IDP Metadata (/idp/shibboleth) 
availability

check_aacli: Check the capacity of 

sending attributes from the IdP to a test SP

check_mysql: 
Check that all needed database for the IdP

are active

- Check IDM page, 

- Check IDM-TOOLS, 

- Check LOCKUSER, 

- check_coco, 

- check_rs, 

- check_ldap
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We have to:

1. Create a new VM on OpenStack Cloud (ansible-openstack)
2. Install and configure the new Shibboleth IdP (ansible-shibboleth)
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To help us with the environment preparation needed to instance of a new IdP, we decided to 
rely on “ans-idpcloud-utility” Python script that:

1. Creates CSR and KEY used for HTTPS endpoints.
2. Creates IdP signing, encryption and backchannel credentials.
3. Creates the IdP yaml file (and will append the new IdP to the inventory INI file soon).
4. Appends the IdP ansible-openstack configuration to the openstackclient.yml.
5. Appends the new IdP to ansible-openstack inventory INI file.

At the end of we have to run, in this order:

1. ansible-openstack playbook to create the VM of the new IdP.
2. ansible-shibboleth playbook to create and configure the new IdP.
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Identity Management provided by a customized and 

corrected version of phpLDAPadmin 1.2.3 (latest)
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The IdP manager can lock out the users

immediately by pressing on “Lock” button, or 

“Set an expiration date” in the future.
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The IDP Manager can view the usage of the 

IDP with a simple “Statistics” page.
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